AFERENT
%FH

o B/

o MUFRIREM, EENBRISCVIREFRSHBETIE
XFHE

R TRITIRIMSERREE. BXHRFEREURFFAIREGTIEN, FARAREE@EIENTER: B
MR RRREMEREAR. AEFAEZENERZ—SHENRE. REREEEXENE. ATH
RIXEERR, ARINRREE qemu-user 5 docker BIHIEIRIA, SFEZRASEHIE. GEmFE. FF
RIRREGRISWERESBRIRRTT =R,

qemu-user {EABSZRMAFSIFRERIN TR, I x86 24 LB B BMES SR ARRABHE
{7 RISCV, ARM. MIPS Z BRI THFIRER, 5 docker ECENIREES TR, BHIERE
x86SRMIRYFF A LIS T BRI =R,

WEBENLf R AZSEE A, ZESHENEZEgemu-user, HITERZBEINES. FIFBEREMEINA
1ThRERR. REBEFARRERF R, BHHFRARBITGENRAERT, RIERSHER

HE.
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QEMUERMN=MTI(Fia=

530 SRIAER Thee ﬁif
[

gemu-system + Hostf]Guestfd N R
o -~ REIMIE TR ER R 7
gemu-system AIESZR RIS TR ER R ;ﬁ
EHSEITRFSER, BRAERIIEE &

- ]

qemu-user FIESRA Host Kernel 2

EBZRIEIHITRY, BEqemu-userBIHEEELFgemu-systemAIEEE.
EA gemu-system RAEIZT— N TEARERFRZ, BAERBKVMINLER, #REEERTCGS|2k
M HFIENRE, MERE.

gemu-user RLAFHAPSERANENL, 1=8Guest ProgramfBisyscall, EEENF AT AR SR
. EANTEEFERTCES | THFHENE, BLHEQEMUPEII— N ERIZ, FrAtEEeEYT
gemu-systemE§F—Lk
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REIRATH VR ERE iRt

fFopenEuler-24.03-Its~, B rpmbuildigEZ4E, tviigemu-systemFlgemu-userfiEgeZELR

T ELING S o) gemu-system-riscv64 gemu-user-riscv64

real 10m17.595s real 7m28.796s
bash-5.2.15-9.0e2403 user 22m45.558s user 17m0.117s

sys 11m30.601s sys 0m52.560s

real 6m17.300s real 3m8.487s
nginx-1.24.0-1.0e2403 user 39m10.105s user 19m45.362s

sys 12m59.054s sys 0m49.696s
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BENMIHSIER

xiaofan@xfan-ubuntu2404-devel:~/workspace/riscv-compile$ cat hello.c
#include <stdio.h>

int main(void)

{
printf("hello world\n");

return 0;

3

xiaofan@xfan-ubuntu2404-devel:~/workspace/riscv-compile$ riscv64-1inux-gnu-gcc -
static hello.c -o hello

xiaofan@xfan-ubuntu2404-devel:~/workspace/riscv-compile$ gemu-riscv64 ./hello
hello world

o BSHHEMCGERRIKEITFA#ZRIsyscall, NMRETHAANSITRIIE
e gemu-riscv64 Zriscv64Egtargetdigemu-user

o gemu-riscv643dFFESIEFhelloffiEIUT, ERdriscv64IZRI R SR FEIE AT AN IR FRE
==
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BENITSIER

xiaofan@xfan-ubuntu2404-devel:~/workspace/riscv-compile$ cat hello.c

#include <stdio.h>

int main(void)

{

printf("hello world\n");

return 0;

}

xiaofan@xfan-ubuntu2404-devel:~/workspace/riscv-compile$ riscv64-Tinux-gnu-gcc
hello.c -o hello

xiaofan@xfan-ubuntu2404-devel:~/workspace/riscv-compile$ gemu-riscv64 ./hello
gemu-riscv64: Could not open '/lib/1d-Tinux-riscv64-Tp64d.so.1': No such file or

directory

XEBRIFE—NEE, GRDriscvedIENESHEHERS,

STHERE PR ENSIHERR T 8EE1T, XM SRR R R BRI VB RIELF 4R

program headers

xiaofan@xfan-ubuntu2404-devel:~/workspace/riscv-compile$ readelf -1 hello

E1f file type is DYN (Position-Independent Executable file)

Entry point 0x5b0

There are 10 program headers, starting at offset 64

Program Headers:
Type

PHDR

INTERP

offset

FileSiz
0x0000000000000040
0x0000000000000230
0x0000000000000270
0x0000000000000021

VirtAddr

MemSiz
0x0000000000000040
0x0000000000000230
0x0000000000000270
0x0000000000000021

PhysAddr
Flags Align
0x0000000000000040
R 0x8
0x0000000000000270
R Ox1

[Requesting program interpreter: /1ib/1d-Tinux-riscv64-1p64d.so.1]
RISCV_ATTRIBUT 0x0000000000001033

LOAD

LOAD

DYNAMIC

NOTE

GNU_EH_FRAME

GNU_STACK

GNU_RELRO

0x0000000000000053
0x0000000000000000
0x000000000000073c
0x0000000000000db0
0x0000000000000258
0x0000000000000dc8
0x00000000000001f0
0x0000000000000294
0x0000000000000044
0x00000000000006cc
0x000000000000001c
0x0000000000000000
0x0000000000000000
0x0000000000000db0
0x0000000000000250

0x0000000000000000
0x0000000000000000
0x0000000000000000
0x000000000000073c¢
0x0000000000001db0
0x0000000000000260
0x0000000000001dc8
0x00000000000001f0
0x0000000000000294
0x0000000000000044
0x00000000000006cc
0x000000000000001c
0x0000000000000000
0x0000000000000000
0x0000000000001db0
0x0000000000000250

0x0000000000000000
R 0x1
0x0000000000000000
R E 0x1000
0x0000000000001db0
RW 0x1000
0x0000000000001dc8
RW 0x8
0x0000000000000294
R 0x4
0x00000000000006cc
R 0x4
0x0000000000000000
RW 0x10
0x0000000000001db0
R 0x1
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BREX86-640UIMR T, FHAFE/lib/Id-linux-riscv64-p64d.so. 1iX M1, FRLATGEEZRIUTING
HEERIREF.

XN B ASTIx86-64M sk BN, FRIARRATRTLAMriscv64B9sysroot g ILX NS {4
FNEFW/IbERET

xiaofan@xfan-ubuntu2404-devel:~/workspace/riscv-compile$ sudo cp /usr/riscve4-
Tinux-gnu/1ib/1d-Tinux-riscv64-1p64d.so.1 /1ib
xiaofan@xfan-ubuntu2404-devel:~/workspace/riscv-compile$ gemu-riscve4 ./hello
./hello: error while Toading shared Tibraries: 1ibc.so.6: cannot open shared
object file: No such file or directory

BT ahASHEERE LGN, IRHRE— libc.s0.6 XPEIE. XNBEFHIx86-64MEFIibcAIBFHER,
LA BEERE I cpig<#E N riscve4illibc.so 6 BIRFNSENB R T. BEAITLURE
LD_LIBRARY_PATHREEBNmhA k21 2 riscve4 iR AR libc.so.6,

xiaofan@xfan-ubuntu2404-devel:~/workspace/riscv-compile$
LD_LIBRARY_PATH=/usr/riscv64-Tinux-gnu/1ib gemu-riscv64 ./hello
heTllo world

ZEREIEIT gemu-useriz{T ¥ — M riscve AN S HEERYE RS



linuxfgbinfmt_misctlEl
B UEETT AN

o FUTEIRTHIITHRS, BRBREEN CROHSHHZSRIREEIsoEFEFRR, BAFTLIEBT—
LRAFEREHRE, (BThRRFIRE R,
o HUTERATHTIUHEY, FEFHHITaemu-riscv6iXMNRTHATIE, ELEARIT,
EBIX PN R AIREIR D
o chrootZl—EREMERIIRX MRS, EXMEXMRFETRINSEERR. SRR
RIS

o EB(FERlinuxAgbinfmt_miscll#l, Linux BY binfmt_misc BIFFMEEHN (B85
magic. mask. interpreter &) , PHZIE exec ENHIISFMNIAY mask XI3{4Li%f
5, BF# (file_header & mask) == magic , EILENRIZMNIEERBERERRRKIZITIZUY .

(WRAE ZIEMRS RIPHUEAN ARSIt E MR A N TIERR)

EEB— M EMYERR

o fEchootiMET, tBFEZEqemu-userfEIHITIE. gemu-uesriKIREINENASIEHERS. oiSE. &
AR LUMRRIEX LRI BTMRERT, BINATERRAE

XANAIRRAYRRIR
* {%F3 gemu-user-static , BEFFSHHEAIATHRITNG, FoRMEIEMIZISHERRS. SR
FE.

e binfmt_miscAIRNFARIFIRE—MFRE(fix binary), HREZMEEMFRRIAMUESICHRE
SRR, AR MERSREARZTS (CEfRL2FETd) |, BMfEfEchrootMzS, R
EAFEAFTNE, EARNKEERISHERRHAZIAZT, THEREERERREMeER TR
5.

F - fix binary

The usual behaviour of binfmt_misc is to spawn the binary lazily when the misc
format file is invoked. However, this doesn’t work very well in the face of mount
namespaces and changeroots, so the F mode opens the binary as soon as the
emulation is installed and uses the opened image to spawn the emulator, meaning
it is always available once installed, regardless of how the environment changes.

binfmt_misca{Fl

rgemu-

riscv64:M: : \x7f\x45\x4c\x46\x02\x01\x01\x00\x00\x00\x00\x00\x00\x00\x00\x00\x02\x
00\XT3\x00 : \XFA\XF X FAAXTFEAXFRAXFF\XFFAXOO\XFAAXFANXFA\XF X FAAXTFAAXFRAXFf\xfe\x
fE\xff\xff:/usr/1ibexec/qgemu-binfmt/riscv64-binfmt-P:0PF

XA MFH
FER = fiER
XHEHE
. binfmt_misciil
name gemu-riscve4

W, fEREFE
#ID
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FB = R

) SEELFX 4L
magic \X7f\x45\x4c\x46\x02\x01\x01\x00\x00\x00\x00\x00\x00\x00\x00\x00\x02\x00\xf3\x00 a8
A
SEELF >
mask \XFAXFAXFAXFAXFAXFAXFAXOO\XFAXFAXFAXFAXFAXFAXFAXFAXFe\XFAXFAXFF ﬁﬁ% RS
A
FRTRESEEIR, XL
interpreter /usr/libexec/gemu-binfmt/riscv64-binfmt-P frfgmgemu-
riscv64-static
flags OPF
flags

o eRIRRMENargv(0], ARIERATSIEARIMISEIESEERRS

P:
o O NIZFTHERERNEMER, BEfdNAXNERESRAERS. IRBEREETESHINE
FRETHITIRISEIENIR, BRRETHIER.

o CEHEERERBEHTI T HEETE, MARREERSEINTHEIETE, &HiTsudo/su
R TSUID/SGIDIIREFRITFEIRE.
o FSRESEENEZINGF, St tEBEEEREEES,
FXE, HIIBLHE THIEEChrootI M EHEEmount namespacesIMEF TR {EAgemu-user-static
HESETIE
o T BEEMTriscve4llelf3 i, FTEFNEHqemui#iRssiEzRr. RzBENEZbinfmt_miscilEl
TRBIBLE S {4 ER IR RR I T

o J@binfmt_miscAIFIRE, 1SHRREESMNEZINZF, BIfEfEchroot/mount namespacesifiz ™k
TRURETRESIRR, AHISHREREIT

* gemu-usersRFEFHSHER, TREBMEIRBFSHNEITIHKEL, fRIEfEchroot/mount namepsaces
THUEREIE



HdockerfyticS{EH

h:3-]
fEUbuntuRSFFARNLE, FATHILAEIEGER

apt-get install gemu-user-static

RLEZTERENgemuiEREEE, FENZEbinfmt_misc,
ISIIE

$ docker run --rm -it xfanl024/openeuler:24.03-x86_64 uname -m

x86_64

$ docker run --rm -it xfanl024/openeuler:24.03-aarch64 uname -m

WARNING: The requested image's platform (linux/armé64) does not match the detected
host platform (linux/amd64/v4) and no specific platform was requested

aarch64

$ docker run --rm -it xfanl024/openeuler:24.03-riscv64 uname -m

WARNING: The requested image's platform (linux/riscv64) does not match the
detected host platform (linux/amd64/v4) and no specific platform was requested
riscvé4

HfthzzZ=530

BE#Aqemu-user-static2—EFFSHYAI YT, FEMERE 7RSI ENRFBEIMEIRES, AR
FREEEREIEERNX A RRIE TEREE.

FRAEA NIRRT A% FEE BT docker EIER X —(AMEREEERINiZT

docker run --rm --privileged multiarch/gemu-user-static # host> fF x86-64
docker run --rm --privileged xfanl024/gemu-user-static # host¥#F x86-
64/arm64/riscv64, U1HELEMACOS(MZAFICPU) FHfdifH, & LA x4

XHE—3K, BME(REIAITIR E3ARE gemu-user-static 4R, tBATLAEIS docker&agk&Eqemu-
user-static i HIZI Pz

qgemu-user-staticERRIGIEIESE

e multiarch/gemu-user-static https://github.com/multiarch/gemu-user-static

e xfan1024/qemu-user-static https://github.com/xfan1024/gemu-user-static
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#l{EopenEuler-riscv64i25 28

# JN—DANSMRIEAR L, AF N B AR R SO R Gt 3R 58
FROM openeuler/openeuler:24.03-Tts AS build

# 7¥® --forcearch riscv64 5 --installroot /target
# M --forcearch riscv64 i), FHEfEHigemu-user-staticlfEIRMzcds TAE
# Force the use of an architecture. Any architecture can be
# specified. However, use of an architecture not supported
# natively by your CPU will require emulation of some kind.
# This is usually through QEMU
RUN dnf --setopt=install_weak_deps=False --releasever 24.03LTS --forcearch
riscve4 --installroot /target \
install -y coreutils rpm dnf yum bash findutils procps tar && \
dnf clean all --installroot /target && \
rm -rf /target/var/cache/yum && \
rm -rf /target/var/Tog/* && \
rm /target/var/lib/dnf/history.sqlite-*

# N—NTEBREH K, KbuildBEE 1/ target H 3 AE 9 YRR AR H 3%
FROM --pTlatform=Tinux/riscv64 scratch

COPY --from=build /target /

cMDp [ "/bin/bash" ]

FHEHESETSE

o MEHI{EdockeriE&: openEuler(riscv64) https://zhuanlan.zhihu.com/p/636350939

KBTI T openeulerZF 2RSS RG, TUAEEEA

e xfan1024/openeuler https://hub.docker.com/r/xfan1024/openeuler
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RiEBEALRZRS

XERFEHIE

FROM --pTlatform=Tinux/riscv64 xfanl024/openeuler:24.03-1ts-riscv64

RUN dnf install -y kernel Tinux-firmware dracut grub2 grub2-efi-riscv64-modules \
dbus NetworkManager systemd-timesyncd \
&& systemct]l enable systemd-timesyncd \
&& echo "root:openEulerl2#$" | chpasswd

RIS

mkimage.sh

XA FEEXfan1024/genimagelIBRHTHIT, RN ESREASEBREE— SRR
MEZSAAT.

EF PRGN IERAEF AT ERSRR, Bl T HRTAEA—HSER AR TR,

#!/bin/bash

# NOTE: this file used in docker container
# don't execute it directly

# -- xiaofan

set -xe

now we are in /work

/work/rootfs.tar mounted from host (read only)

/work/board mounted from host (read only)

/work/output mounted from host (read/write)

/work/rootfs is temporary directory, store all files in rootfs partition

HOH B K W R

/work/efi is temporary directory, store all files in efi partition

export GRUB_DISABLE_OS_PROBER=true

chroot_prepare() {
mount --bind /dev $1/dev
mount --bind /proc $1/proc
mount --bind /sys $1/sys
mount -t tmpfs tmpfs $1/tmp

chroot_cleanup() {
umount $1/dev
umount $1/proc
umount $1/sys
umount $1/tmp

mkdir -p rootfs
tar -C rootfs -xf rootfs.tar

ESP_UUID=0045-5350
ROOT_UUID=78662d6f-706f-6570-6f72-742d726f6f74
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rm -f rootfs/.dockerenv
rm -f rootfs/etc/resolv.conf
rm -f rootfs/etc/fstab

cat >rootfs/etc/fstab <<EOF

UUID=$ROOT_UUID / ext4 defaults 0
UUID=$ESP_UUID /boot/efi vfat defaults 0 2
EOF

echo "0e24031ts-rv64" >rootfs/etc/hostname

mv rootfs/boot/efi efi

mkdir rootfs/boot/efi

cp efi/EFI/openEuler/grubriscve4.efi efi/EFI/BOOT/BOOTRISCV64.EFI

genimage --config board/genimage.cfg --input . --rootpath rootfs

LoOPDEV=$(losetup -fP --show images/0e24031ts-rv64-gemu.img)
mkdir -p mnt

mount ${LOOPDEV}p2 -0 ro mnt

mount ${LOOPDEV}pl -o rw mnt/boot/efi

chroot_prepare mnt

chroot mnt grub2-mkconfig -o /boot/efi/EFI/openEuler/grub.cfg
chroot_cleanup mnt

umount mnt/boot/efi

umount mnt

Tosetup -d $LOOPDEV

# compress and set ownership (if provided)
gemu-img convert -f raw -0 qcow2 images/o0e2403Tts-rv64-qemu.img output/oe2403T1ts-
rve4-gemu.qcow?2
cp board/{*.fd,start_vm.sh} output/
if [ -n "$HOSTUID" -a -n "$HOSTGID" ]; then
cd output/
chown -R $HOSTUID: $HOSTGID 0e24031ts-rv64-gemu.qcow?2 RISCV_VIRT_CODE.fd
RISCV_VIRT_VARS.fd start_vm.sh
fi

genimage.cfg

image esp.vfat {
vfat {
Tlabel = "ESP"
extraargs = "-i 00455350"
files = {
"efi/EFI",

}

size = 1GB

image rootfs.ext4 {
ext4 {
Tabel = "rootfs"



features = "filetype"

use-mke2fs = true

extraargs = "-U 78662d6f-706f-6570-6f72-742d726f6f74"
}
size = 10G

image o0e24031ts-rv64-gemu.img {
hdimage {
partition-table-type = "gpt"

partition esp {
offset = 2™
image = "esp.vfat"
partition-type-uuid = U
bootable = true

partition rootfs {
image = "rootfs.ext4"
partition-type-uuid = L

RHNRE FE

e xfan1024/mkoervimg https://github.com/xfan1024/mkoervimg

e xfan1024/openeuler-d1 https://github.com/xfan1024/openeuler-d1

e xfan1024/openeuler-rk3568-rock3a https://github.com/xfan1024/openeuler-rk3568-rock3a



https://github.com/xfan1024/mkoervimg
https://github.com/xfan1024/openeuler-d1
https://github.com/xfan1024/openeuler-rk3568-rock3a

R E5mIF

JVFRrERIRI TRV B LIERX NRATHREVASIME T2 (flglopenEuler, ZpAtBERFISH,

OpenWRT) .
HA AT LAEREFIFAgemu-user + dockerSRIEEIX MR THRAIS SR R GHEXI N AVRIFIA S,
SEIEFF AN ELIRBPSERIRYSE0, BRI SR S A ThRAVE 4B,

BE—Lriscve4RITE T A ERIRMEERIIRgemu-systemIMERIURIZB RS,
XA TRIANEIEIC LR EEIFIFRAIE, ERNMEEBIRmIFEIERE.

an
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